Case-Based Story Generation through Story Amalgamation
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Abstract. Computational narrative explores techniques through which computers can analyze, understand and, most importantly, generate stories. This paper explores a CBR approach to story generation based on the idea of story amalgamation: given a target partial description to the story we want the system to generate, the system will retrieve a set of full stories (represented as cases), and then reuse them by merging them in a way that the result satisfies the target partial description. This story merging is performed via a formal operation we call an amalgam. We report on a preliminary study showing the potential of the approach.

1 Introduction

Computational narrative explores the age-old creative form of storytelling by algorithmically analyzing, understanding, and most importantly, generating stories. The various AI techniques developed in story generation can be extended to other forms of interactive entertainment and electronic literature, including computer games and interactive narrative. Many different approaches have been studied for the problem of automatic story generation, such as planning or case-based reasoning, each of which providing different aesthetic affordances in the range of stories that can be generated [21].

This paper explores a CBR approach to story generation based on the idea of story amalgamation, i.e. generating new stories by selectively merging parts of previous, existing, stories. Specifically, we explore the idea that if stories are represented as terms in a generalization space, then story amalgamation can be carried out by performing formal operations over terms such as amalgams [10]. An amalgam is a formal operation between terms in a generalization space that generates a new term that combines as much information as possible from the initial terms. Formally, an amalgam is related to the idea of partial unification, and also to the cognitive process called conceptual blending [6].
In this paper we present a CBR system that can generate stories using amalgams in the following way: each case in the CBR system represents a different story; the input to the system is a target partial description of the story we want to generate; given an input target description, the system retrieves a set of similar cases, and then reuses them by amalgamating them in a way that the amalgam satisfies the target partial description.

The remainder of this paper is organized as follows. Sections 2 and 3 provide background on story generation and the amalgam operations respectively. Then Section 4 presents our technical approach. Section 5 shows our preliminary results. The paper closes with related work, conclusions and potential future work.

2 Story Generation

Automatic story generation is an interdisciplinary topic focusing on devising models for algorithmically structuring and producing narrative content and/or discourse. Narrative can be divided into two main parts [3]: story and discourse, which basically correspond to the story content, and to the way the story is presented respectively. Most story generation systems focus strictly in generating a story, although some are capable of generating a discourse as well [20]. In general, story generation systems can be classified into three main categories [1]: character-centric, author-centric and story-centric:

- Author-centric systems, such as the MEXICA system [13], model the author’s thought process during the process of story-writing.
- Story-centric systems, such as the Fabulist [15], generate stories by modeling the structural properties of the stories themselves.

The system reported in this paper can be classified as a story-centric system.

Different techniques have been studied in story generation, the most common of which is automated planning. Salient examples of planning-based story generation systems include Tale-spin [9], Universe [8] and Fabulist [15]. However, other techniques, such as CBR and computational analogy have also shown applicability to the problem of story generation. Examples are systems like Minstrel [18], ProtoPropp [7], Riu [12], or the story-translator [16]. In this paper we will explore case-based techniques, and in particular in a technique called amalgamation, which can generate solutions to new problems by amalgamating information coming from one or more cases [10].

Story generation is a very challenging task from many points of view. Generating stories means generating coherent plots, believable characters that have common sense, and natural language. Moreover, those stories have to be aesthetically pleasing and creative. In fact, some approaches to story generation, such as Minstrel [18] aim at being general models of computational creativity. Finally, one of the most important open problems in story generation is evaluation [19]. Which are the criteria under which we can compare story generation systems, or even how to evaluate the output of these systems are still open problems.
3 Amalgams

In this paper we will make the assumption that cases are terms in some generalization space. We define a generalization space as a partially ordered set \( \langle L, \sqsubseteq \rangle \), where \( L \) is a language, and \( \sqsubseteq \) is a subsumption between the terms of the language \( L \). We say that a term \( \psi_1 \) subsumes another term \( \psi_2 \) (\( \psi_1 \sqsubseteq \psi_2 \)) when \( \psi_1 \) is more general (or equal) than \( \psi_2 \). Additionally, we assume that \( L \) contains the infimum element \( \bot \) (or “any”), and the supremum element \( \top \) (or “none”) with respect to the subsumption order.

Next, for any two terms \( \psi_1 \) and \( \psi_2 \) we can define their unification, (\( \psi_1 \sqcup \psi_2 \)), which is the most general specialization of two given terms, and their anti-unification, defined as the least general generalization of two terms, representing the most specific term that subsumes both. Intuitively, a unifier (if it exists) is a term that has all the information in both the original terms, and an anti-unifier is a term that contains all the information that is shared by the two original terms. Depending on \( L \), anti-unifier and unifier might be unique or not.

The notion of amalgam can be conceived of as a generalization of the notion of unification over terms. The unification of two terms (or descriptions) \( \psi_a \) and \( \psi_b \) is a new term \( \phi = \psi_a \sqcup \psi_b \), called unifier. All that is true for \( \psi_a \) or \( \psi_b \) is also true for \( \phi \); e.g. if \( \psi_a \) describes “a red vehicle” and \( \psi_b \) describes “a German minivan” then their unification yields the description “a red German minivan.” Two terms are not unifiable when they possess contradictory information; for instance “a red French vehicle” is not unifiable with “a red German minivan”. The strict definition of unification means that any two descriptions with only one item with contradictory information cannot be unified.

An amalgam of two terms (or descriptions) is a new term that contains parts from these two terms. For instance, an amalgam of “a red French vehicle” and “a German minivan” is “a red German minivan”; clearly there are always multiple possibilities for amalgams, since “a red French minivan” is another example of amalgam. The notion of amalgam, as a form of partial unification, was formally defined in [10], where its relationship with the notion of merging operators [4], is also discussed.

Definition 1. (Amalgam) The set of amalgams of two terms \( \psi_a \) and \( \psi_b \) is the set of terms such that:

\[
\psi_a \triangledown \psi_b = \{ \phi \in L^+ | \exists \alpha_a, \alpha_b \in L : \alpha_a \sqsubseteq \psi_a \land \alpha_b \sqsubseteq \psi_b \land \phi = \alpha_a \sqcup \alpha_b \}
\]

where \( L^+ = L - \{ \top \} \)

Thus, an amalgam of two terms \( \psi_a \) and \( \psi_b \) is a term that has been formed by unifying two generalizations \( \alpha_a \) and \( \alpha_b \) such that \( \alpha_a \sqsubseteq \psi_a \) and \( \alpha_b \sqsubseteq \psi_b \) —i.e. an amalgam is a term resulting from combining some of the information in \( \psi_a \) with some of the information from \( \psi_b \). Formally, \( \psi_a \triangledown \psi_b \) denotes the set of all amalgams.

\(^3\) In machine learning terms, \( A \sqsubseteq B \) means that \( A \) is more general than \( B \), while in description logics it has the opposite meaning, since it is seen as “set inclusion” of their interpretations.
possible amalgams; however, whenever it does not lead to confusion, we will use $\psi_a \bowtie \psi_b$ to denote one specific amalgam of $\psi_a$ and $\psi_b$.

The terms $\alpha_a$ and $\alpha_b$ are called the transfers of an amalgam $\psi_a \bowtie \psi_b$. $\alpha_a$ represents all the information from $\psi_a$ which is transferred to the amalgam, and $\alpha_b$ is all the information from $\psi_b$ which is transferred into the amalgam.

Intuitively, an amalgam is complete when all which can be transferred from both terms into the amalgam has been transferred, i.e. if we wanted to transfer more information, $\alpha_a$ and $\alpha_b$ would not have a unifier.

For the purposes of story generation, we introduce the notion of asymmetric amalgam, where one term is fixed while only the other term is generalized in order to compute an amalgam.

**Definition 2. (Asymmetric Amalgam)** The asymmetric amalgams $\psi_s \rightharpoonup \psi_t$ of two terms $\psi_s$ (source) and $\psi_t$ (target) is the set of terms such that:

$$\psi_s \rightharpoonup \psi_t = \{ \phi \in L^+ | \exists \alpha_s \in L : \alpha_s \subseteq \psi_s \land \phi = \alpha_s \cup \psi_t \}$$

In an asymmetric amalgam, the target term is transferred completely into the amalgam, while the source term is generalized. The result is a form of partial unification that conserves all the information in $\psi_t$ while relaxing $\psi_s$ by generalization and then unifying one of those more general terms with $\psi_t$ itself. Finally, an asymmetric amalgam is maximal when all knowledge in $\psi_s$ that is consistent with $\psi_t$ is transferred to the solution $\psi'_t$ — i.e. $\psi'_t \in \psi_s \rightharpoonup \psi_t$ is maximal iff $\exists \psi''_t \in \psi_s \rightharpoonup \psi_t$ such that $\psi'_t \sqsubseteq \psi''_t$.

### 4 Story Generation through Story Amalgamation

In this paper we want to explore the idea of generating stories by amalgamating previously existing stories that correspond to cases in a CBR system. For that purpose, we have designed a system that solves the following task:

**Fig. 1.** Two of the scenes used in our experiments.
Fig. 2. Overview of the story generation approach studied in this paper.

**Given** A case base \( \Delta = \{ \psi_1, \ldots, \psi_m \} \), where each case \( \psi_i \) is a story, and a partially specified target story \( \psi_t \)

**Generate** A story \( \psi'_t \) such that \( \psi_t \subseteq \psi'_t \) (i.e. the generated story satisfies the partial specification provided as input) by amalgamating a collection of cases from the case base.

From the previous description it can be seen that we are proposing to represent stories as terms in a generalization space. Specifically, we have used the *feature term* formalism [2, 14] to represent stories. Figure 1 shows two sample stories used in our experimentation. The first one represents the opening scene of the famous “Little Red Riding Hood” tale, with three characters: red riding hood, her grandmother and the wolf. As can be seen, the story specifies that red riding hood wants to deliver a basket of food to her grandmother, and the wolf wants to eat red riding hood. For this experimentation, we have avoided representing the notion of time in our stories, and thus each case in the case base represents just a “scene”. Full stories could be represented by a collection of scenes composed using time relations. However, for our purposes, scenes like the ones shown in Figure 1 are complex enough to test the potential of our approach. As can be seen, for each scene, we represent the set of characters and props, their relations, and the goals of each character in the scene, some scenes also contain actions.

The target given to the system is a partially specified story, which means that it is a term (similar to those in Figure 1), but where only some parts of a scene are represented. For example, we could just specify that we want to have 2 characters, or that we want a story with a “character wanting to kill another character”. Basically, the target specifies the constraints that the generated story has to satisfy.

Figure 2 shows an overview of our proposal. When the user provides a new target \( \psi_t \) (a partially specified story), the system retrieves a set of \( k \) cases from the case-base by using a similarity measure. In our experiments, we used the \( S_\lambda \) similarity metric defined in [11] (which basically measures the amount of information shared between two terms), to find the cases that are most similar to the provided problem. Let us call \( R \) to the set of retrieved cases.
Then, the system generates a new story by combining information from all the retrieved cases in $R$, using the amalgam operation, to generate a story that satisfies the target. This process is performed in two steps:

1. Retrieved cases amalgamation: In a first step, all the retrieved cases are amalgamated in order to obtain a combination of the parts from the retrieved cases that are consistent (and could later be used to generate a new story). Specifically, given the set of retrieved cases $R = \{\psi_1, ..., \psi_k\}$, this process constructs an amalgam $\psi_R$ in the following way:

$$\psi_R = \psi_1 \mathcal{Y} \psi_2 \mathcal{Y} ... \mathcal{Y} \psi_k$$

where, $\psi_1 \mathcal{Y} \psi_2 \mathcal{Y} \psi_3 = (\psi_1 \mathcal{Y} \psi_2) \mathcal{Y} \psi_3$, i.e. to perform the amalgam between a set of $n$ terms, we amalgamate the first two, the result is amalgamated with the third, and so on. Notice that $\psi_R$ is not unique, since there are many different possible amalgams that can result from amalgamating a set of given terms. As detailed below, we use an evaluation function that gives a score to each one of them, and select the amalgam that maximizes such evaluation function.

2. Then, given $\psi_R$, the final story is obtained by performing the asymmetric amalgam of $\psi_R$ with the target $\psi_t$, obtaining $\psi'_t = \psi_R \rightarrow \psi_t$. As before, $\psi'_t$ might not be unique, and the final story is selected by evaluating all the possible amalgams with an evaluation function and selecting the one that maximizes this function. $\psi'_t$ represents an amalgam that is ensured to satisfy the partial description $\psi_t$, and contains as much information as possible from $\psi_R$.

As described above, the amalgam operation between two terms $\psi_1 \mathcal{Y} \psi_2$ doesn’t define a single term, but a space of possible amalgams. Each of them obtained by combining different sets of information from the two input terms. That means that the process defined above just defines the space of possible stories that can be generated. In order to determine which of all the possible amalgams is the one the system will produce, we need to introduce some additional criteria that determines which amalgams are better than others. In [10] we introduced the notion of preservation degree, which measures how much of the information of the input terms is present in the amalgam. Using the idea of the preservation degree, the system can be programmed to find amalgams that maximize the preservation degree, and thus that generates stories that contain as much information as possible form the retrieved cases. However, we can define other criteria for amalgam selection, which would bias the system towards generating certain types of amalgams that correspond to the stories we are interested in.

Specifically, we have experimented with the following criteria (ll of them are defined to provide a numerical score to the resulting amalgam; the system was programmed to output the amalgam that maximizes such score):

- Preservation Degree: as defined in [10], just tries to maximize the information transferred from the input terms into the amalgam. It assigns larger scores to amalgams that transfer more information from the input terms.
Compactness: when amalgamating stories using the preservation degree, the amalgam operation tends to add all the characters that exist in the input stories to the amalgam. However, this does not always result in interesting stories. This measure assigns a score to each story computed as the preservation degree minus the number of variables in the resulting story (each of the nodes in the graphs shown in Figure 1 corresponds to a variable in the term representing the story).

In order to generate amalgams that maximize the previous criteria, we have used a straightforward greedy search method over the amalgam space. This method doesn’t ensure obtaining the amalgam that maximizes the criteria, but is computationally efficient and provides good results (as shown in the next section). The next section shows some example stories generated by our system using the different evaluation functions.

Other evaluation functions that could be explored. For example: novelty (as studied in [5]), which would favor stories that differ from those already in the case base. Another interesting measure could be measure the coherency of the character relations in the story, if they are not related in a complex but coherent way to other characters, the story is likely to be uninteresting. Exploring further evaluation functions is part of our future work.

5 Illustration

In this section we show example stories generated by our system using different evaluation functions. To generate the stories described in this section, we used the following partially specified story as the input problem to our system: $\psi_t =$ “the story must have at least three characters, one named King Arthur, the other named Merlin, and the other is a dragon; King Arthur is the protagonist and the dragon is the antagonist; the story also must involve a sword called Excalibur”.

Let us start with a simple example, where we set $k = 1$ (i.e. the system retrieves only 1 case). In this scenario, the case being retrieved is the one corresponding to the “star wars” story in Figure 1, which has similarity 0.46. Figure 3 shows the two stories that were generated by using the preservation degree and the compactness evaluation functions. As can be seen in the figure, the story generated using the preservation degree evaluation function is very complex and merely puts together all the characters, props and relations from the retrieved story and from the target without any interesting results. Using the compactness evaluation function however, results in a more interesting story, where the system has amalgamated the two villains of the target and of the retrieved case (the dragon from the query is now called “Darth Vader” and happens to be the father of the main character “King Arthur”). The main character, wants to learn how to use the sword “excalibur” from “Merlin”, and plans to kill the dragon with it. This shows that, by determining an adequate evaluation function can have a huge impact in the resulting story, since the space of possible amalgams is quite large and varied. Specifically, the space of amalgams that was explored by the
Fig. 3. Two stories generated by retrieving only one case.

greedy search algorithm using the preservation degree evaluation function contained 1897 amalgams, and was explored in 4.89 seconds; using the compactness evaluation function only 109 amalgams were explored, in 0.7 seconds.

We ran an experiment where we set $k = 2$ (the system retrieved 2 cases). In this scenario, the two cases that were retrieved are the ones shown in Figure 1. The space of amalgams being explored using preservation degree for first amalgamating the two cases to find $\psi_R$ contained 1835 amalgams, and the space of amalgams explored when amalgamating $\psi_R$ with the target contained 6681 amalgams and was explored in 30.02 seconds. When using the compactness evaluation function the spaces of amalgams contained 508 and 571 amalgams respectively, and were explored in 5.76 seconds. We don’t show the resulting stories due to lack of space, but the story resulting with the compactness evaluation function contained three characters: King Arthur, Merlin and a Dragon called “wolf”. Merlin is the grandfather of King Arthur, and King Arthur wants to deliver a basket of food to him. King Arthur also wants to learn how to use Excalibur from Merlin, so he can defeat “wolf” the dragon (who wants to eat King Arthur). As can be seen, this story combines parts from both “Red Riding Hood” and “Star Wars”, but using the characters specified in the target story.

In summary, we have seen that by defining a small collection of base stories, a very large number of new stories can be generated by amalgamating them in different ways, and this can be exploited for story generation purposes with interesting results.

6 Related Work

Story generation using CBR approaches has been explored in the past. However, not through amalgams or merging operators, which is the main contribution of
this paper. One of the early systems to the CBR for story generation was MINSTREL [18]. MINSTREL is a generic model that generates stories by executing TRAMS (Transform Recall Adapt Methods), which are generic operators that encode different problem solving procedures. MINSTREL was designed to be a model of human creativity, and as such TRAMS explore ways in which problems can be solved in creative ways. Other CBR approaches to story generation have focused on other problems, such as incorporating semantic knowledge into the retrieval and adaptation process [7], or on generating stories that are different from those in the case base (in order to show originality) [5].

Similar to CBR, some systems, such as SAM [12] use computational analogy to generate stories. SAM takes as input a partially specified story and a predefined complete story, and completes the partial story by analogy with the complete one. Notice that this is similar to the way the system presented in this paper works when only one case is retrieved. The main different with SAM is that SAM uses structure mapping theory in order to find the best analogy from the source to the target story, while in our work we use an evaluation function that can capture different aspects of the amalgam in order to decide which is the best amalgam to select.

7 Conclusions and Future Work

In this paper we have presented a preliminary study concerning the possibilities of using story amalgamation for story generation. We have presented a CBR system that can generate stories by retrieving and amalgamating stories and showed examples of its execution. One of the most interesting properties of the amalgam operation is that the amalgam of two input stories does not define a single story but a space of possible amalgams of the two stories. Therefore, it is possible to provide an evaluation function to the system that biases the story generation procedure towards specific kind of stories, and allows the inclusion of additional domain knowledge.

As part of our future work, we would like to explore the scalability of the approach to larger stories, and study further evaluation functions that capture the vast amount of existing narratology knowledge. Additionally, we would like to perform formal comparisons of the story generation capabilities of the proposed system with other CBR story generation systems.
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